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EXECUTIVE SUMMARY 

This working document constitutes a draft of the AI Ethics Guidelines produced by the European 

/ƻƳƳƛǎǎƛƻƴΩǎ IƛƎƘ-Level Expert Group on Artificial Intelligence (AI HLEG), of which a final version is due 

in March 2019. 

Artificial Intelligence (AI) is one of the most transformative forces of our time, and is bound to alter the 

fabric of society. It presents a great opportunity to increase prosperity and growth, which Europe must 

strive to achieve. Over the last decade, major advances were realised due to the availability of vast 

amounts of digital data, powerful computing architectures, and advances in AI techniques such as 

machine learning. Major AI-enabled developments in autonomous vehicles, healthcare, home/service 

robots, education or cybersecurity are improving the quality of our lives every day. Furthermore, AI is 

key for addressing many of the grand challenges facing the world, such as global health and wellbeing, 

climate change, reliable legal and democratic systems and others expressed in the United Nations 

Sustainable Development Goals.  

Having the capability to generate tremendous benefits for individuals and society, AI also gives rise to 

certain risks that should be properly managed. DƛǾŜƴ ǘƘŀǘΣ ƻƴ ǘƘŜ ǿƘƻƭŜΣ !LΩǎ ōŜƴŜŦƛǘǎ ƻǳǘǿŜƛƎƘ its risks, 

we must ensure to follow the road that maximises the benefits of AI while minimising its risks. To 

ensure that we stay on the right track, a human-centric approach to AI is needed, forcing us to keep in 

mind that the development and use of AI should not be seen as a means in itself, but as having the goal 

to increase human well-being. Trustworthy AI will be our north star, since human beings will only be 

able to confidently and fully reap the benefits of AI if they can trust the technology.  

Trustworthy AI has two components: (1) it should respect fundamental rights, applicable regulation and 

core principles and values, ensuring an άethical purposeέ and (2) it should be technically robust and 

reliable since, even with good intentions, a lack of technological mastery can cause unintentional harm.  

These Guidelines therefore set out a framework for Trustworthy AI: 

- Chapter I deals with ensuring !LΩǎ ŜǘƘƛŎŀƭ ǇǳǊǇƻǎŜ, by setting out the fundamental rights, principles 

and values that it should comply with.  

- From those principles, Chapter II derives guidance on the realisation of Trustworthy AI, tackling 

both ethical purpose and technical robustness. This is done by listing the requirements for 

Trustworthy AI and offering an overview of technical and non-technical methods that can be used 

for its implementation.  

- Chapter III subsequently operationalises the requirements by providing a concrete but non-

exhaustive assessment list for Trustworthy AI. This list is then adapted to specific use cases.  

In contrast to other documents dealing with ethical AI, the Guidelines hence do not aim to provide yet 

another list of core values and principles for AI, but rather offer guidance on the concrete 

implementation and operationalisation thereof into AI systems. Such guidance is provided in three 

layers of abstraction, from most abstract in Chapter I (fundamental rights, principles and values), to 

most concrete in Chapter III (assessment list).  

The Guidelines are addressed to all relevant stakeholders developing, deploying or using AI, 

encompassing companies, organisations, researchers, public services, institutions, individuals or other 

entities. In the final version of these Guidelines, a mechanism will be put forward to allow stakeholders 

to voluntarily endorse them.  
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Importantly, these Guidelines are not intended as a substitute to any form of policymaking or regulation 

(to be dealt with in the AI HLEGΩǎ second deliverable: the Policy & Investment Recommendations, due in 

May 2019), nor do they aim to deter the introduction thereof. Moreover, the Guidelines should be seen 

as a living document that needs to be regularly updated over time to ensure continuous relevance as the 

technology and our knowledge thereof, evolves. This document should therefore be a starting point for 

the discussion on άTrustworthy AI made in Europeέ. 

While Europe can only broadcast its ethical approach to AI when competitive at global level, an ethical 

approach to AI is key to enable responsible competitiveness, as it will generate user trust and facilitate 

broader uptake of AI. These Guidelines are not meant to stifle AI innovation in Europe, but instead aim 

to use ethics as inspiration to develop a unique brand of AI, one that aims at protecting and benefiting 

both individuals and the common good. This allows Europe to position itself as a leader in cutting-edge, 

secure and ethical AI. Only by ensuring trustworthiness will European citizens fully reap !LΩǎ benefits.  

Finally, beyond Europe, these Guidelines also aim to foster reflection and discussion on an ethical 

framework for AI at global level.  

 

EXECUTIVE GUIDANCE 

Each Chapter of the Guidelines offers guidance on achieving Trustworthy AI, addressed to all relevant 

stakeholders developing, deploying or using AI, summarised here below:  

Chapter I: Key Guidance for Ensuring Ethical Purpose: 

- Ensure that AI is human-centric: AI should be developed, deployed and used with an άethical 

ǇǳǊǇƻǎŜέ, grounded in, and reflective of, fundamental rights, societal values and the ethical 

principles of Beneficence (do good), Non-Maleficence (do no harm), Autonomy of humans, Justice, 

and Explicability. This is crucial to work towards Trustworthy AI. 

- Rely on fundamental rights, ethical principles and values to prospectively evaluate possible effects 

of AI on human beings and the common good. Pay particular attention  to situations involving more 

vulnerable groups such as children, persons with disabilities or minorities, or to situations with 

asymmetries of power or information, such as between employers and employees, or businesses 

and consumers.  

- Acknowledge and be aware of the fact that, while bringing substantive benefits to individuals and 

society, AI can also have a negative impact. Remain vigilant for areas of critical concern. 

Chapter II: Key Guidance for Realising Trustworthy AI: 

- Incorporate the requirements for Trustworthy AI from the earliest design phase: Accountability, 

Data Governance, Design for all, Governance of AI Autonomy (Human oversight), Non-

Discrimination, Respect for Human Autonomy, Respect for Privacy, Robustness, Safety, 

Transparency.  

- Consider technical and non-technical methods to ensure the implementation of those requirements 

into the AI system. Moreover, keep those requirements in mind when building the team to work on 

the system, the system itself, the testing environment and the potential applications of the system.  
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- Provide, in a clear and proactive manner, information to stakeholders (customers, employees, etc.) 

ŀōƻǳǘ ǘƘŜ !L ǎȅǎǘŜƳΩǎ ŎŀǇŀōƛƭƛǘƛŜǎ ŀƴŘ ƭƛƳƛǘŀǘƛƻƴǎΣ ŀƭƭƻǿƛƴƎ ǘƘŜƳ ǘƻ ǎŜǘ ǊŜŀƭƛǎǘƛŎ ŜȄǇŜŎǘŀǘƛƻƴǎΦ 

Ensuring Traceability  of the AI system is key in this regard. 

- Make Trustworthy AI ǇŀǊǘ ƻŦ ǘƘŜ ƻǊƎŀƴƛǎŀǘƛƻƴΩǎ ŎǳƭǘǳǊŜ, and provide information to stakeholders on 

how Trustworthy AI is implemented into the design and use of AI systems. Trustworthy AI can also 

be included in ƻǊƎŀƴƛǎŀǘƛƻƴǎΩ ŘŜƻƴǘƻƭƻƎȅ ŎƘŀǊǘŜǊǎ ƻǊ ŎƻŘŜǎ ƻŦ ŎƻƴŘǳŎǘΦ  

- Ensure participation and inclusion of stakeholders in the design and development of the AI system. 

Moreover, ensure diversity when setting up the teams developing, implementing and testing the 

product. 

- Strive to facilitate the auditability of AI systems, particularly in critical contexts or situations. To the 

extent possible, design your system to enable tracing individual decisions to your various inputs; 

data, pre-trained models, etc. Moreover, define explanation methods of the AI system.  

- Ensure a specific process for accountability governance.  

- Foresee training and education, and ensure that managers, developers, users and employers are 

aware of and are trained in Trustworthy AI. 

- Be mindful that there might be fundamental tensions between different objectives (transparency 

can open the door to misuse; identifying and correcting bias might contrast with privacy 

protections). Communicate and document these trade-offs. 

- Foster research and innovation to further the achievement of the requirements for Trustworthy AI. 

Chapter III: Key Guidance for Assessing Trustworthy AI  

- Adopt an assessment list for Trustworthy AI when developing, deploying or using AI, and adapt it to 

the specific use case in which the system is being used.  

- Keep in mind that an assessment list will never be exhaustive, and that ensuring Trustworthy AI is 

not about ticking boxes, but about a continuous process of identifying requirements, evaluating 

solutions and ensuring improved outcomes throughout the entire lifecycle of the AI system. 

This guidance forms part of a vision embracing a human-centric approach to Artificial Intelligence, which 

will enable Europe to become a globally leading innovator in ethical, secure and cutting-edge AI. It 

strives to facilitate and enable ά¢ǊǳǎǘǿƻǊǘƘȅ !L ƳŀŘŜ ƛƴ 9ǳǊƻǇŜέ which will enhance the well-being of 

European citizens. 
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GLOSSARY  

This glossary is still incomplete and will be further complemented in the final version of the Document. 

 

Artificial Intelligence or AI:  

 Artificial intelligence (AI) refers to systems designed by humans that, given a complex goal, act in the 

physical or digital world by perceiving their environment, interpreting the collected structured or 

unstructured data, reasoning on the knowledge derived from this data and deciding the best action(s) to 

take (according to pre-defined parameters) to achieve the given goal. AI systems can also be designed to 

learn to adapt their behaviour by analysing how the environment is affected by their previous actions. 

As a scientific discipline, AI includes several approaches and techniques, such as machine learning (of 

which deep learning and reinforcement learning are specific examples), machine reasoning (which 

includes planning, scheduling, knowledge representation and reasoning, search, and optimization), and 

robotics (which includes control, perception, sensors and actuators, as well as the integration of all 

other techniques into cyber-physical systems). 

A separate document elaborating on the definition of AI that is used for the purpose of this working 

document is published in parallel to this draft. 

Bias:  

Bias is a prejudice for or against something or somebody, that may result in unfair decisions. It is known 

that humans are biased in their decision making. Since AI systems are designed by humans, it is possible 

that humans inject their bias into them, even in an unintended way. Many current AI systems are based 

on machine learning data-driven techniques. Therefore a predominant way to inject bias can be in the 

collection and selection of training data. If the training data is not inclusive and balanced enough, the 

system could learn to make unfair decisions. At the same time, AI can help humans to identify their 

biases, and assist them in making less biased decisions. 

Ethical Purpose:  

In this document, ethical purpose is used to indicate the development, deployment and use of AI which 

ensures compliance with fundamental rights and applicable regulation, as well as respecting core 

principles and values. This is one of the two core elements to achieve Trustworthy AI.   

Human-Centric AI:  

The human-centric approach to AI strives to ensure that human values are always the primary 

consideration, and forces us to keep in mind that the development and use of AI should not be seen as a 

means in itself, but with the goal of increasing citizen's well-being. 

Trustworthy AI:  

Trustworthy AI has two components: (1) its development, deployment and use should comply with 

fundamental rights and applicable regulation as well as respecting core principles and values, ensuring 

άethical purposeέ, and (2) it should be technically robust and reliable. 
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A. RATIONALE AND FORESIGHT OF THE GUIDELINES 

In its Communications of 25 April 2018 and 7 December 2018, the European Commission (the Commission) 

set out its vision for Artificial Intelligence (AI), which supports ethical, secure and cutting-ŜŘƎŜ !L άƳŀŘŜ ƛƴ 

9ǳǊƻǇŜέΦ ¢ƘǊŜŜ ǇƛƭƭŀǊǎ ǳƴŘŜǊǇƛƴ ǘƘŜ /ƻƳƳƛǎǎƛƻƴΩǎ ǾƛǎƛƻƴΥ (i) increasing public and private investments in AI to 

boost its uptake, (ii) preparing for socio-economic changes, and (iii) ensuring an appropriate ethical and legal 

framework to strengthen European values. 

To support the implementation thereof, the Commission established the High-Level Expert Group on 

Artificial Intelligence (AI HLEG) and mandated it with the drafting of two deliverables: (1) AI Ethics Guidelines 

and (2) Policy and Investment Recommendations. This working document constitutes the first draft of the AI 

Ethics Guidelines prepared by the AI HLEG. 

Over the past months, the 52 of us met, discussed and interacted at various meetings, committed to the 

European motto: united in diversity. 

Numerous academic and journalistic publications have shown the positives and negatives related to the 

design, development, use, and implementation of AI in the last year. The AI HLEG is convinced that AI holds 

the promise to increase human wellbeing and the common good but to do this it needs to be human-centric 

and respectful of fundamental rights. In a context of rapid technological change, we believe it is essential 

that trust remains the cement of societies, communities, economies and sustainable development. We 

therefore set Trustworthy AI as our north star. 

This working document articulates a framework for Trustworthy AI that requires ethical purpose and 

technical robustness. Those two components are critical to enable responsible competitiveness, as it will 

generate user trust and, hence, ŦŀŎƛƭƛǘŀǘŜ !LΩǎ ǳǇǘŀƪŜΦ 

This is the path that we believe Europe should follow to position itself as a home and leader to cutting-edge, 

secure and ethical technology. 

And this is how, as European citizens, we will fully reap the benefits of AI. 

 

Trustworthy AI 

Artificial Intelligence helps improving our quality of life through personalised medicine or more efficient 

delivery of healthcare services. It can help achieving the sustainable development goals such as promoting 

gender balance, tackling climate change, and helping us make better use of natural resources. It helps 

optimising our transportation infrastructures and mobility as well as supporting our ability to monitor 

progress against indicators of sustainability and social coherence. AI is thus not an end in itself, but rather a 

means to increase individual and societal well-being.  

In Europe, we want to achieve such ends through Trustworthy AI. Trust is a prerequisite for people and 

societies to develop, deploy and use Artificial Intelligence. Without AI being demonstrably worthy of trust, 

subversive consequences may ensue and its uptake by citizens and consumers might be hindered, hence 

undermining the realisŀǘƛƻƴ ƻŦ !LΩǎ Ǿŀǎǘ ŜŎƻƴƻƳƛŎ ŀƴŘ ǎƻŎƛŀƭ ōŜƴŜŦƛǘǎΦ ¢ƻ ŜƴǎǳǊŜ ǘƘƻǎŜ ōŜƴŜŦƛǘǎΣ ƻǳǊ Ǿƛǎƛƻƴ ƛǎ 

to use ethics to inspire trustworthy development, deployment and use of AI. The aim is to foster a climate 

most favourable to !LΩǎ beneficial innovation and uptake.   
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Trust in AI includes: trust in the technology, through the way it is built and used by humans beings; trust in 

the rules, laws and norms that govern AI ς it should be noted that no legal vacuum currently exists, as 

Europe already has regulation in place that applies to AI ς or trust in the business and public governance 

models of AI services, products and manufacturers.  

Trustworthy AI has two components: (1) its development, deployment and use should respect fundamental 

rights and applicable regulation, as well as core principles and values, ensuring an άŜǘƘƛŎŀƭ ǇǳǊǇƻǎŜέ, and 

(2) it should be technically robust and reliable. Indeed, even with good intentions or purpose, the lack of 

technological mastery can cause unintentional harm. Moreover, compliance with fundamental rights, 

principles and values entails that these are duly operationalised by implementing them throughout the AI 

ǘŜŎƘƴƻƭƻƎȅΩǎ design, development, and deployment. Such implementation can be addressed both by 

technical and non-technical methods. 

The Guidelines therefore offer a framework for Trustworthy AI that tackles all those aspects. 

 

The Role of AI Ethics  

The achievement of Trustworthy AI draws heavily on the field of ethics. Ethics as a field of study is centuries 

old and centres on questions like Ψwhat is a goodΩ actionΣ ΨǿƘŀǘ ƛǎ ǊƛƎƘǘΩΣ ŀƴŘ ƛƴ ǎƻƳŜ ƛƴǎǘŀƴŎŜǎ Ψwhat is the 

good lifeΩΦ !L 9ǘƘƛŎǎ ƛǎ ŀ ǎǳō-field of applied ethics and technology, and focuses on the ethical issues raised by 

the design, development, implementation and use of AI. The goal of AI ethics is to identify how AI can 

advance or raise concerns to the good life of individuals, whether this be in terms of quality of life, mental 

autonomy or freedom to live in a democratic society. It concerns itself with issues of diversity and inclusion 

(with regards to training data and the ends to which AI serves) as well as issues of distributive justice (who 

will benefit from AI and who will not).  

A domain-specific ethics code ς however consistent, developed, and fine grained future versions of it may be 

ς can never function as a substitute for ethical reasoning itself, which must always remain sensitive to 

contextual and implementational details that cannot be captured in general Guidelines. This document 

should thus not be seen as an end point, but rather as the beginning of a new and open-ended process of 

discussion. We therefore assert that our European AI Ethics Guidelines should be read as a starting point for 

the debate on Trustworthy AI. The discussion begins here but by no means ends here.  

 

Purpose and Target Audience of the Guidelines 

These Guidelines offer guidance to stakeholders on how Trustworthy AI can be achieved. All relevant 

stakeholders that develop, deploy or use AI ς companies, organisations, researchers, public services, 

institutions, individuals or other entities ς are addressees. In addition to playing a regulatory role, 

governments can also develop, deploy or use AI and thus be considered as addressees.  

A mechanism will  be put in place that enables all stakeholders to formally endorse and sign up to the 

Guidelines on a voluntary basis. This will be set out in the final version of the document. 
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Scope of the Guidelines 

A primordial and underlying assumption of this working document is that AI developers, deployers and users 

comply with fundamental rights and with all applicable regulations. Compliance with these Guidelines in no 

way replaces compliance with the former, but merely offers a complement thereto.  

The Guidelines are not an official document from the European Commission and are not legally binding. They 

are neither intended as a substitute to any form of policy-making or regulation, nor are they intended to 

deter from the creation thereof.  

While the DǳƛŘŜƭƛƴŜǎΩ scope covers AI applications in general, it should be borne in mind that different 

situations raise different challenges. AI systems recommending songs to citizens do not raise the same 

sensitivities as AI systems recommending a critical medical treatment. Likewise, different opportunities and 

challenges arise from AI systems used in the context of business-to-consumer, business-to-business or 

public-to-citizen relationships, or ς more generally ς in different sectors or use cases. It is, therefore, 

explicitly acknowledged that a tailored approach is needed ƎƛǾŜƴ !LΩǎ ŎƻƴǘŜȄǘ-specificity.    

 

B. A FRAMEWORK FOR TRUSTWORTHY AI 

These draft AI Ethics Guidelines consist of three chapters ς each offering guidance on a further level of 

abstraction ς together constituting a framework for achieving Trustworthy AI: 

(I) Ethical Purpose. This Chapter focuses on the core values and principles that all those dealing with AI 

should comply with. These are based on international human rights law, which at EU level is enshrined in the 

values and rights prescribed in the EU Treaties and in the Charter of Fundamental Rights of the European 

Union. Together, this section can be coined as governing the άethical purposeέ of developers, deployers and 

users of AI, which should consist of respect for the rights, principles and values laid out therein. In addition, 

a number of areas of specific concern are listed, where it is considered that the use of AI may breach such 

ethical purpose.  

(II) Realisation of Trustworthy AI. Mere good intentions are not enough. It is important that AI developers, 

deployers and users also take actions and responsibility to actually implement these principles and values 

into the technology and its use. Moreover, they should take precautions that the systems are as robust as 

possible from a technical point of view, to ensure that ς even if the ethical purpose is respected ς AI does 

not cause unintentional harm. Chapter II therefore identifies the requirements for Trustworthy AI and offers 

guidance on the potential methods ς both technical and non-technical ς that can be used to realise it.  

(III) Assessment List & Use Cases. Based on the ethical purpose set out in Chapter I, and the implementation 

methods of Chapter II, Chapter III sets out a preliminary and non-exhaustive assessment list for AI 

developers, deployers and users to operationalise Trustworthy AI. Given the application-specificity of AI, the 

assessment list will need to be tailored to specific applications, contexts or sectors. We selected number of 

use cases to provide an example of such context-specific assessment list, which will be developed in the final 

version of the document.  

This Guidelines' structure is illustrated in Figure 1 below. 
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Figure 1: The Guidelines as a framework for Trustworthy AI 
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I. Respecting Fundamental Rights, Principles and Values - Ethical Purpose 

1. ¢ƘŜ 9¦Ωǎ wƛƎƘǘǎΩ .ŀǎŜŘ !ǇǇǊƻŀŎƘ ǘƻ !L 9ǘƘƛŎǎ 

The High-[ŜǾŜƭ 9ȄǇŜǊǘ DǊƻǳǇ ƻƴ !L όά!L I[9Dέύ ōŜƭƛŜǾŜǎ ƛƴ ŀƴ ŀǇǇǊƻŀŎƘ ǘƻ !L ŜǘƘƛŎǎ ǘƘŀǘ ǳǎŜǎ ǘƘŜ 

fundamental rights commitment of the EU Treaties and Charter of Fundamental Rights as the stepping stone 

to identify abstract ethical principles, and to specify how concrete ethical values can be operationalised in 

the context of AI. The EU is based on a constitutional commitment to protect the fundamental and 

indivisible rights of human beings1, ensure respect for rule of law, foster democratic freedom and promote 

the common good. Other legal instruments further specify this commitment, like the European Social 

Charter or specific legislative acts like the General Data Protection Regulation (GDPR). Fundamental rights 

Ŏŀƴƴƻǘ ƻƴƭȅ ƛƴǎǇƛǊŜ ƴŜǿ ŀƴŘ ǎǇŜŎƛŦƛŎ ǊŜƎǳƭŀǘƻǊȅ ƛƴǎǘǊǳƳŜƴǘǎΣ ǘƘŜȅ Ŏŀƴ ŀƭǎƻ ƎǳƛŘŜ ǘƘŜ ǊŀǘƛƻƴŀƭŜ ŦƻǊ !L ǎȅǎǘŜƳǎΩ 

development, use and implementation ς hence being dynamic.  

The EU Treaties and the Charter prescribe the rights that apply when implementing EU law; which fall 

under the following chapters in the CharterΥ ŘƛƎƴƛǘȅΣ ŦǊŜŜŘƻƳǎΣ Ŝǉǳŀƭƛǘȅ ŀƴŘ ǎƻƭƛŘŀǊƛǘȅΣ ŎƛǘƛȊŜƴǎΩ ǊƛƎƘǘǎ 

and justice. The common thread to all of them is that in the EU a human-centric approach is upheld, 

whereby the human being enjoys a unique status of primacy in the civil, political, economic and social fields.  

The field of ethics is also aimed at protecting individual rights and freedoms, while maximizing wellbeing and 

the common good. Ethical insights help us in understanding how technologies may give rise to different 

fundamental rights considerations in the development and application of AI, as well as finer grained 

guidance on what we should do with technology for the common good rather than what we (currently) can 

do with technology. A commitment to fundamental rights in the context of AI therefore requires an account 

of the ethical principles to be protected. In that vein, ethics is the foundation for, as well as a complement 

to, fundamental rights endorsed by humans.  

The AI HLEG considers that a rights-based approach to AI ethics brings the additional benefit of limiting 

regulatory uncertainty. Building on the basis of decades of consensual application of fundamental rights in 

the EU provides clarity, readability and prospectivity for users, investors and innovators.  

 

2. From Fundamental rights to Principles and Values 

To give an example of the relationship between fundamental rights, principles, and values let us consider the 

fundamental right ŎƻƴŎŜǇǘǳŀƭƛǎŜŘ ŀǎ ΨǊŜǎǇŜŎǘ ŦƻǊ ƘǳƳŀƴ ŘƛƎƴƛǘȅΩΦ ¢Ƙƛǎ ǊƛƎƘǘ ƛƴǾƻƭǾŜǎ ǊŜŎƻƎƴƛǘƛƻƴ ƻŦ ǘƘŜ 

inherent value of humans (i.e. a human being does not need to look a certain way, have a certain job, or live 

in a certain country to be valuable, we are all valuable by virtue of being human). This leads to the ethical 

principle of autonomy which prescribes that individuals are free to make choices about their own lives, be it 

about their physical, emotional or mental wellbeing (i.e. since humans are valuable, they should be free to 

make choices about their own lives). In turn, informed consent is a value needed to operationalise the 

principle of autonomy in practice. Informed consent requires that individuals are given enough information 

to make an educated decision as to whether or not they will develop, use, or invest in an AI system at 

experimental or commercial stages (i.e. by ensuring that people are given the opportunity to consent to 

products or services, they can make choices about their lives and thus their value as humans is protected). 

                                                           
1  These rights are for instance reflected in Articles 2 and 3 of the Treaty on European Union, and in the Charter of Fundamental 

Rights of the EU. 
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While this relationship appears to be linear, in reality values may often precede fundamental rights and/or 

principles.2  

In short, fundamental rights provide the bedrock for the formulation of ethical principles. Those principles 

are abstract high-level norms that developers, deployers, users and regulators should follow in order to 

uphold the purpose of human-centric and Trustworthy AI. Values, in turn, provide more concrete guidance 

on how to uphold ethical principles, while also underpinning fundamental rights. The relationship between 

all three is illustrated in the following diagram (see Figure 2).  

 

 Figure 2: Relationship between Rights, Principles and Values ς respect for which constitute  

Ethical Purpose 

The AI HLEG is not the first to use fundamental rights to derive ethical principles and values. In 1997, the 

ƳŜƳōŜǊǎ ƻŦ ǘƘŜ /ƻǳƴŎƛƭ ƻŦ 9ǳǊƻǇŜ ŀŘƻǇǘŜŘ ŀƴ ƛƴǎǘǊǳƳŜƴǘ ŎŀƭƭŜŘ ǘƘŜ άConvention for the Protection of 

Human Rights and Dignity of the Human Being with regard to the Application of Biology and Medicineέ όǘƘŜ 

άhǾƛŜŘƻ /ƻƴǾŜƴǘƛƻƴέύΦ3 The Oviedo convention made it unambiguously clear that fundamental rights are the 

ōŀǎƛŎ ŦƻǳƴŘŀǘƛƻƴ ǘƻ ŜƴǎǳǊŜ ǘƘŜ άǇǊƛƳŀŎȅ ƻŦ ǘƘŜ ƘǳƳŀƴ ōŜƛƴƎέ ƛƴ ŀ ŎƻƴǘŜȄǘ ƻŦ ǘŜŎƘƴƻƭƻƎƛŎŀƭ ŎƘŀƴƎŜΦ  

Respect for fundamental rights, principles and values ς and ensuring that AI systems comply therewith ς is 

coined here ŀǎ ŜƴǎǳǊƛƴƎ άethical purposeέΣ ŀƴŘ ŎƻƴǎǘƛǘǳǘŜǎ ŀ ƪŜȅ ŜƭŜƳŜƴǘ ǘƻ ŀŎƘƛŜǾŜ ¢ǊǳǎǘǿƻǊǘƘȅ !LΦ     

 

 

 

 

                                                           
2  Additionally, values can be things we find good in themselves (i.e. intrinsic values) or good as a way of achieving another value 

(i.e. instrumental values). Our the use of values here (following the principles) is a specification of how these values can be 
impacted by AI rather than implying that these values are the result of, or derived from, the principles. 

3  This can be found at: https://rm.coe.int/168007cf98. 

https://rm.coe.int/168007cf98
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3. Fundamental Rights of Human Beings 

Amongst the comprehensive set of indivisible rights set out in international human rights law, the EU 

Treaties and the Charter, the following families of rights are particularly apt to cover the AI field: 

3.1 Respect for human dignity. Human dignity encompasses the idea that every human being possesses an 

άƛƴǘǊƛƴǎƛŎ ǿƻǊǘƘέΣ ǿƘƛŎƘ Ŏŀƴ ƴŜǾŜǊ ōŜ ŘƛƳƛƴƛǎƘŜŘΣ ŎƻƳǇǊƻƳƛǎŜŘ ƻǊ ǊŜǇǊŜǎǎŜŘ ōȅ ƻǘƘŜǊǎ ς nor by new 

technologies like AI systems.4 In the context of AI, respect for human dignity entails that all people are 

treated with respect due to them as individuals, rather than merely as data subjects. To specify the 

development or application of AI in line with human dignity, one can further articulate that AI systems are 

ŘŜǾŜƭƻǇŜŘ ƛƴ ŀ ƳŀƴƴŜǊ ǿƘƛŎƘ ǎŜǊǾŜǎ ŀƴŘ ǇǊƻǘŜŎǘǎ ƘǳƳŀƴǎΩ ǇƘȅǎƛŎŀƭ ŀƴŘ ƳƻǊŀƭ ƛƴǘŜƎǊƛǘȅΣ ǇŜǊǎƻƴŀƭ ŀƴŘ 

cultural sense of identity as well as the satisfaction of their essential needs.  

3.2 Freedom of the individual. This right refers to the idea that human beings should remain free to make life 

decisions for themselves. It does not only entail freedom from sovereign intrusion, but also requires 

intervention from government and non-governmental organizations to ensure that individuals or minorities 

benefit from equal opportunities. In an AI context, freedom of the individual requires protection from direct 

or indirect coercion, surveillance, deception or manipulation. In fact, freedom of the individual means a 

commitment to enable individuals to wield even higher control over their lives, including by protecting the 

freedom to conduct a business, the freedom of the arts and science, and the freedom of assembly and 

association. 

3.3 Respect for democracy, justice and the rule of law. This entails that political power is human centric and 

bounded. AI systems must not interfere with democratic processes or undermine the plurality of values and 

life choices central to a democratic society. AI systems must also embed a commitment to abide by 

mandatory laws and regulation, and provide for due process by design, meaning a right to a human-centric 

appeal, review and/or scrutiny of decisions made by AI systems. 

3.4 Equality, non-discrimination and solidarity including the rights of persons belonging to minorities. 

Equality means equal treatment of all human beings, regardless of whether they are in a similar situation.  

Equality of human beings goes beyond non-discrimination, which tolerates the drawing of distinctions 

between dissimilar situations based on objective justifications. In an AI context, equality entails that the 

same rules should apply for everyone to access to information, data, knowledge, markets and a fair 

distribution of the value added being generated by technologies. Equality also requires adequate respect of 

inclusion of minorities, traditionally excluded, especially workers and consumers. 

3.5. Citizens rights. In their interaction with the public sector, citizens benefit from a wide array of rights, 

including the right to a good administration, access to public documents, and the right to petition the 

administration. AI systems hold potential to improve the scale and efficiency of government in the provision 

of public goods and services to society.  At the same time, citizens should enjoy a right to be informed of any 

automated treatment of their data by government bodies, and systematically be offered to express opt out. 

Citizens should never be subject to systematic scoring by government. Citizens should enjoy a right to vote 

ŀƴŘ ǘƻ ōŜ ŜƭŜŎǘŜŘ ƛƴ ŘŜƳƻŎǊŀǘƛŎ ŀǎǎŜƳōƭƛŜǎ ŀƴŘ ƛƴǎǘƛǘǳǘƛƻƴǎΦ ¢ƻ ǎŀŦŜƎǳŀǊŘ ŎƛǘƛȊŜƴǎΩ ǾƻǘŜΣ ƎƻǾŜǊƴƳŜƴǘǎ ǎƘŀƭƭ 

take every possible measure to ensure full security of democratic processes. 

 

                                                           
4  C. McCrudden, Human Dignity and Judicial Interpretation of Human Rights. European Journal of International Law, 19(4), 2008. 




