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EXECUTNGIMMARY

This working document constitutea draft of the Al Ethics Guidelines produced by the European
I 2 Y YA aa A-BeyeDExpeit Graufd on Artificial Intelligence (Al HLEG), of which a final version is due
in March2019

Artificial Intelligence (Al) is one of the most transformative forcesurftine, and is bound to alter the

fabric of societylt presentsa great opportunityto increase prosperity and growth, which Europe must
strive to achieveOver the last decade, major advance®re realisel due to the availability of vast
amounts of digal data, powerful computing architectures, and advances in Al technigues such as
machine learning. Major Adnabled developments in autonomous vehicles, healthcare, home/service
robots, education or cybersecurity are improving the quality of our lessy day Furthermore, Al is

key for addressing many of the grand challenges facing the world, such as global health and wellbeing,
climate change, reliable legal and democratic systems and ottvgpsessed inthe United Nations
Sustainable Development Goals

Having the capability to generate tremendous benefits for individuals and society, Adieésorise to

certain riskghat should be properly manage® A @Sy (G KIF G2 2y (G(KS gicdsksSz ! LQa
we must ensure tdollow the road thatmaximises the benefits of Al while minimising its risk$o

ensure that we stay on the right trackhuman-centric approach toAl is needed,forcing us to keep in

mind that the development and use of Al should not be seen as a medsslfnbut as havig the goal

to increase humanvell-being Trustworthy Alwill be our north star, since human beings will only be

able to confidently and fully reap the benefits of Al if they can trust the technology.

Trustworthy Al haswo components:(1) it shouldrespectfundamental rightsapplicable regulatiomnd
core principlesand valuesensuringan ¢ethical purposé€ and (2) it should beechnically robust and
reliable sinceeven withgoodintentions,alack of technological mastery can cause unintentional harm.

These Guidelines therefore set outramework for Trustworthy Ai

- Chapterl deals withensuring! L Q& S ( K A [y IsdittinglddizMiEuddarBentalrights, prindples
and valueghat it shouldcomply with.

- From those principlesChapterll derivesguidance onthe realisation of Trustworthy Al tackling
both ethical mrpose and technical robustnes3his is doneby listing the requirements for
Trustworthy Al and offering an overview of technical and teshnical methods that can be used
for its implementation.

- Chapter lll subsequentlyoperationalises the requirements by providing a concrete but ron
exhaustive assessmeligt for Trustworthy Al. This list is then adaptedspecific use cases.

In contrast toother documents dealing with ethical Al, the Guidelitesice do not aim to provide yet
another list of core values and principlefor Al, but rather offer guidance on the concrete
implementation and operationaliion thereof into Al systemsSuch guidance igrovided in three
layers of abstractionfrom most abstractin Chapterl (fundamentalrights, principles and valuesjo
most concretan Chapterll (assessment list)

The Guidelinesare addressed to allrelevant stakeholders develapg, deploying or using Al,
encompassing companies, organisations, researchers, public services, insditutidividuals or other
entities. In the final version of thes&uidelinesa mechanism will bgut forwardto allow stakeholders
to voluntarilyendorsethem.



Importantly,these Guidelineare not intended as a substitute to any form of policymakingegulation

(to be dealt with inthe AIHLE® $econd deliverable: thBolicy & Investment Recommendations, due in
May 2019, nor do theyaim to deterthe introduction thereof Moreover, he Guidelines should be seen
as a living documernthat needs ¢ beregularly updated over time to ensum®ntinuousrelevanceas the
technologyand our knowledgethereof, evolves.This document shoultherefore be astarting point for
the discussioron dTrustworthy Almade in Europe.

While Europe can only broadcast its ethical approach to Al when competitive at global legthjcah
approach to Al is key to enable responsible competitivengas it will generate user trust and facilitate
broaderuptakeof Al These Guidelines are nmeant to stifle Al innovation in Europe, but instead aim

to use ethics as inspiration to develop a unique brand of Al, one that aims at protecting and benefiting
both individuals and the common good. This allows Europe to position itself as a lead#éimig-edge,
secure and ethical Al. Only by ensuring trustworthiness will European citizgnefg! L He@efits.

Finally, leyond Europe, these Guidelines also aimfaster reflection and discussioron an ethical
framework for Al aglobal level

EXECUTIMEUIDANCE

Each Chapter of the Guidelines offers guidanceacmevingTrustworthy Al addressed to all relevant
stakeholders developing, deploying or usingséimmarised here below

Chapter |: Key Guidance for Ensuring Ethical Purpose

- Ensure tlat Al ishumancentric. Al should be developed, deployed and used wvéthdethical
LJdzN1 J2 gioBrided in and reflective of fundamental rights, societal values and the ethical
principles ofBeneficencddo good),NonMaleficence(do no harm)Autonomy of humans, Justice,
and ExplicabilityThis is crucial to work towardsustworthy Al

- Rely on fundamental rights, ethical principles and values to prospectively evaluate possible |effects
of Al on human beings and the common goBdyparticular atention to situations involving more
vulnerable groupssuch as children, persons with disabilities or minorities, or to situations with
asymmetries of power or informationsuch as between employers and employees, or busingsses
and consumers.

- Acknowledgeand be aware of the fact thatvhile bringing substantive benédito individuals ang
society,Al can also have a negative impd®émain vigilant for areas of critical concern.

Chapter Il: Key Guidance f&ealisng Trustworthy Al:

- Incorporate therequirements for TrustworthyAl from the earliest design phaseAccountability,
Data Governance, Design for all, Governance of Al Autonomy (Human oversight), Non
Discrimination, Respect for Human Autonomy, Respect for Privacy, Robustness, |Safety,
Transparacy.

- Consider technical and nerchnical methods to ensure the implementation of those requiremegnts
into the Al system. Moreovekeep those requirements in minghen building the teanto work on
the system, the system itself, the testing environment émgl potential applications of the system.




Chapter Ill: Key Guidance for Assessing Trustworthy Al

Provide in a clear and proactive mannenformation to stakeholders(customers, employees, etc|

Fo2dzi GKS 'L aegadsSyQa OFLIOoAfAGASE
Ensuringlracealiity of the Al system is key in this regard.

Make Trustworthy ALJF NIi 2 F (G KS
how Trustworthy Al is implemented into the design and use of Al systems. Trustworthy Al cg
beincludedi® NBI yA &l GA2yaQ RS2y(d2ft23& OKINISNHE 7
Ensure participation anihclusion of stakeholdersn the design and development of the Al syste
Moreover, ensurediversity when setting up the teams developing, implementing and testing
product.

Strive tofacilitate the auditability of Al systems, particularly in critical contexts or situations. To
extent possible, design your system to enable tracing individual decisions to your various

data, pretrained models, etc. Moreover, defirexplanation methodsof the Al system.

Ensure a specific process fmrcountability governance

Foreseetraining and education and ensure that managers, developers, users and employer
aware of and argrained in Trustworthy Al.

Be mindful that there might be fundamental tensions between different objectives (transpat
can open the door to misuse; identifying and correcting bias might contrast with pr
protections). Communicate and document thesede-offs.

Foster research and innovation to further the achievement of the requirements for Trustworthy

Py R f

Thisguidanceforms part of a visioembracing enumancentricapproach to Artificial Intelligenceyhich
will enable Europe to become a globally leading innovatorethical, secure and cuttingdge Al. It
strives tofacilitate and enabled ¢ NXz& (i ¢ 2 NI K &
European citizens.

Adopt anassessment lisfor Trustworthy Al whemleveloping, deploying or using Al, and adapt it
the specific use case in which the system is being used.

Keep in mindhat an assessment list wiliever be exhaustiveand that ensuring Trustworthy Al |

not about ticking boxes, but about a continuopsocess of identifying requirements, evaluati
solutions and ensuring improved outcontisoughout the entire lifecycle of the Al system
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(GLOSSARY

This glossary is still incomplete and will be further complemented in the final version of the Document.

Artificial Intelligence or Al:

Artificial intelligence (Al) refers to systems designed by humans that, given a complex gathact
physical or d@jital worldby perceiving their environment, interpreting the collected structured or
unstructured data, reasoning on the knowledderived from this datanddeciding the best action(s) to
take (according to pradefined parametersho achieve the givenaal. Al systems can also be designed to
learn to adapt theibehaviourby analysing how the environment is affected by their previous actions.

As a scientific discipline, Al includes several approaches and techniques, such as machine learning (of
which dee learning and reinforcement learning are specific examples), machine reasoning (which
includes planning, scheduling, knowledgpresentation and reasoning, search, and optimization), and
robotics(which includes control, perception, sensors and actuatas well as the integration of all

other techniques into cybephysical systems).

A separate documenglaboratingon the definition of Al that is used for the purpose of thisrking
document is published in parallel to this dratft.

Bias:

Bias is a prejude for or against something or somebody, that may result in unfair decidtosknown

that humans are biased in their decision making. Since Al systems are designed by humans, it is possible
that humans inject their bias into them, even in an uninteddvay. Many current Al systems are based

on machine learning datdriven techniques. Therefore a predominant way to inject bias can be in the
collection and selection of training data. If the training data is not inclusive and balanced enough, the
systemcould learn to make unfair decisionst the same time, Al can help humans to identtigir

biases and assist them in making less biased decisions.

Ethical Purpose:

In this document, ethical purpose used to indicatehe development, deployment and use of which
ensues compliance withfundamental rightsand applicable regulation, as well as respecting core
principles and valueg§his is one of the two core elements to achieve Trustworthy Al.

HumanCentric Al:

The humancentric approach to Al strives to ensure that human values are always the primary
consideration, and forces us to keep in mind that the development and use of Al should not be seen as a
means in itself, but with the goal of increasing citizen's Aveihg.

Trustworthy Al

Trustworthy Al hagswo components (1) its development, deployment and use should comply with
fundamental rights and applicable regulation as well as respgatore principles and valuesnsuring
cethical purposé, and (2) it should b&echnically robustand reliable.



A. RATIONALRNDFORESIGHDF THESUIDELINES

In its Communications of 25 April 2018 and 7 Decen2®di8, the European Commission (the Commigsion
set out its vision for Artificial Intelligence (Al), whilpports ethical, secure and cuttiyR3S ' L a Yl RS
9dzNRB LIS¢ @ ¢ KNBS LA T NE dyhEré&sdldghublic and Frivate nvestrheita ik®ly Q& @
boost its uptake(ii) prepaiing for socieeconomic changes, ar(di) ensuring an appropriate ethical and legal

framework to strengthen European values.

To support the implementation thereof, the Commissiastablishedthe HighLevel Expert Grgp on
Artificial Intelligence (Al HLE&nhdmandatedit with the drafting of two deliverables: (1) Al Ethics Guidelines
and (2) Policy and Investment Recommendatidissworking documentconstitutes the first draft of the Al
Ethics Guidelines prepared by the Al HLEG.

Over the past months, #152 of us met, discussed and interacted at various meetings, committed to the
European motto: united in diversity.

Numerous academic and journalistic publications have shown the positives and negatives related to the
design, development, use, and implentation of Al in the last year. Th&®l HLEG is convinced that Al holds

the promise to increase human wellbeing and the common good but to do this it needshionfen-centric

and respectful of fundamental rightdn a context of rapid technological change believe it is essential

that trust remains the cement of societies, communities, economies amsthsable development. We
therefore set Trustworthy Al as our north star.

This working document articulates a framework for Trustworthy Al that requitbegcal purpose and
technical robustnessThose two components are critical to enaldsponsiblecompetitiveness, as it will
generate user trustancence ¥ OAt AGF 0SS 'L Q& dzLJil { So

This is the path that we believe Europe should follow to position itselfresree and leader to cuttingdge,
secure and ethical technology.

And this is how, as European citizens, we will fully reap the benefits of Al.

Trustworthy Al

Artificial Intelligence helpgmproving our quality of life through personalised medicine or ma#icient
delivery of healthcare services. It can help acimgthe sustainable development goals such as promoting
gender balance, tackling climate change, and helping us make better use of natural resouhmdps It
optimising our transportatian infrastructures and mobilityas well as suppairig our ability to monitor
progress against indicators of sustainability and social coheréide.thusnot an end in itself, but rather a
meansto increasandividual and societal webleing.

In Europe,we want to achievesuch end through Trustworthy Al. Trust is a prerequisite for people and
societies to develop, deploy and use Atrtificial Intelligence. Without Al being demonstrably worthy of trust,
subversive consequences may ensue and its uptake kpemst and consumers might be hindered, hence
undermining therealid G A2y 2F ! LQa @Faid SO02y2YAO FyR &a20ALft 0
to use ethics to inspire trustworthy developmenteployment and use of AThe aim is tdoster a dimate

most favourablgo ! L kRreficial innovation and uptake.



Trust in Al includegrust in thetechnology, throughthe way it isbuilt and usedoy humans beinggrust in
the rules, laws and normghat govern Al it shouldbe noted that no legalacuumcurrently exists, as
Europe already has regulation in place that applies tq & trust in the businessand public governance
modelsof Al services, products and manufacturers.

Trustworthy Ahastwo components (1) its development, deploymerdnd useshouldrespectfundamental

rights and applicable regulationas well ascore principles and valuesnsuringana S G K A O f, andlJdzNLJ2 &
(2) it should betechnicallyrobust andreliable. Indeed, even witlgood intentions or purpose the lack of
technological mastery can cause unintentional harwhoreover, compliance withfundamental rights,

principles and values entails that these ahaly operationali®d by implementing them throughout the Al

i S OK y 2dedlgH, deQalopment, and deployment. Sud implementation can be addressed both by
technical and nostechnicalmethods

The Guidelines therefore offerfeamework for Trustworthy Althat tackles all those aspects.

The RIle ofAl Ethics

The achievement ofrustworthy Aldraws heavily orthe field of ethics. Ethics asfiald of study is centuries

old and centres on questioriike What isa goodactiorz ¢ KV (i A& | NORI RAiyQ & ahaSsthiey a G| y
good lifeQ®d | L 9 (HiKIA @ appliedethics adddeghnologgndfocuseson the ethical issues raisday

the design, development, implementation and use of Al. The goal of Al ethics is to identiffAl can

advanceor raiseconcernsto the good life of individuaJsvhether this be in terms of quality of life, mental
autonomyor freedomto live in a demaocratic society. It concerns itself with issues of diversity and inclusion

(with regards to training data and the ends to which Al serves) as well as issues of distributive justice (who

will benefit from Al and who witiot).

Adomainspecific ethics code howeverconsistent, developed, and fine grained future vensi@f it may be
¢ can never function as a substitute for ethical reasoning itselhich must always remain sensitive to
contextual and implementational details th&annot be captured irgeneral Guidelines This document
shouldthus notbe seen as an end point, but rather as theginningof a new and opefended process of
discussionWe therefore assert that outEuropeanAl Ethics Guidelines should be ressla starting point for
the debate on Trustworthy Al. The discussion begins here but by no means ends here.

Purpose and argetAudienceof the Guidelines

These Guidelines offer guidance to stakeholders on how Trustworthy Al can be achMiveslevant
stakeholders that develop, deploy or use Al companies, organisations, researchers, public services,
institutions, individuals or other entitieg are addresseesin addition to playing a regulatory role,
governmentanalsodevelop, deploy or usAl and thuse considered aaddresses.

A mechanismwill be put in place that enables all stakeholders to formally endorse and sign up to the
Guidelineson a voluntary bass. This will beset outin the final version of the document.



Scope of th&uidelines

A primordial ad underlying assumption of this working documénthat Al developers, deployers and users
comply withfundamental rightsand withall applicable regulation€ompliance withhese Guidelines in no
way replacs compliance witithe former,but merely offers a complement thereto.

TheGuidelinesare not an official document from the European Commission and are not legally bifitieg.
are neither intended as a substitute to any form of poliegnaking or regulation nor are they intended to
deter from the creatiorthereof.

While the D dzA R S $capgc®ver@Al applicationsin general it should be borne in mind thatdifferent
situations raise different challengesAl systems recommending songs to citizens do not raise the same
sensitivitiesas Al systems recommending a critical medical treatment. Likewise, diffeppairtunitiesand
challengesarise from Al systemssed in the context of businesso-consumer, busiessto-business or
publicto-citizen relationkips or ¢ more generallyg in different sectors or use cases. It therefore,
explicitly acknowledged thattilored approach imeeded3 A @Sy | Lspetificiy2 y i SE

B. ARRAMEWORK FORUSTWORTHAI

These draft Al Ethics Guidelinesonsist ofthree chapters ¢ each offering guidance on durther level of
abstractiong togetherconstitutinga framework for achievingTrustworthy At

() Ethical PurposeThis Chaptefocuses on the core values and principles that all those dealing with Al
shouldcomplywith. These are based on international human rights law, which at EU level is enshrined in the
values and rights prescribed in the EU Treaties and in the Charter dafental Rights of the European
Union.Together, this section can be coined as governingétkical purposet of developers, deployers and
users of Al, which shoulmbnsist ofrespect for the rightsprinciplesand valueslaid out therein.In addition,
anumber ofareas of specificoncernare listed whereit is considered that the use of Al may breasith
ethical purpose

() Realisationof Trustworthy Al Mere good intentions are not enouglit is important that Al developers,
deployersand users also takactions andresponsibility toactually implement these principlesand values
into the technologyand its use Moreover, they should take precautionisat the systemsare as robust as
possiblefrom a technical point of vieymto ensure bat ¢ even if the ethical purpose is respecteddl does
not cause unintentional harnChapterll therefore identifiesthe requirements for Trustworthy Adnd offers
guidance orthe potential methods; both technicaland nontechnical¢ that can be usedb realiseit.

(11 Assessment kt & Use CasedBased on thesthical purposeset outin Chapter | and theimplementation
methods of Chapter || Chapter Ill sets out apreliminary andnon-exhaustive assessment listfor Al
developers, deployerand userdo operationalise Trustworthy Al Gven the applicatiorspecificityof Al,the
assessment list will need to be tailoréa specific applicationscontextsor sectors We selectechumber of
use cases to provide an example of such congpecificassessment list, which will be developed in the final
version of the document.

ThisGuidelinesstructure is illustrated irfrigure lbelow.



CHAPTER |

CHAPTER 1l

CHAPTER 11l

-

Framework for Trustworthy Al

e

Ensure respect of fundamental rights, principles and values when developing, deploying
and using Al

[ Realisation of Trustworthy Al ]

Ensure implementation of ethical purpose as well as technical robustness when
developing, deploying and using Al

Requirements for Trustworthy Al

To be continuously evaluated, addressed and assessed in the Design & Use phase of Al
through

Technical Methods Non-Technical Methods

[ Assessment List for Trustworthy Al based on Use Cases J

Figure 1: The Guidelines as a frameworkTiastworthy Al



. RespectindcundamentalRights, Principles andValues- Ethical Purpose

1. ¢KS 9! Qa wA3aKGaQ . FaSR !'LIWINRFOK G2 'L 90KAO

a
The Higf S@Stf 9ELISNI DNRdzZJ 2y 'L o6a!L 1[9Dé0 0StAS@S
fundamentalrights commitment of the EU Treaties and Chartéf~undamental Righss the stepping stone
to identify abstract ethicaprinciples,and to specify how concrete ethicehluescan beoperationaligd in
the context of Al. The EU is based on a constitutional ciymemt to protect the fundamental and
indivisible rights of human beingsnsure respect for rule of law, foster democratic freedom and promote
the common good. Other legal instruments further spgdifis commitment, like the European Social
Charter or pecific legislative acts like the General Data Protection Regulation (GDPR). Fundamental rights
OFtyy2i( 2yfe AYAaLANB yS¢ FyR AaLISOATAO NBIAdZ I G2NE AY
development, useand implementation; hence beinglynamic.

The EU Treaties and the Charter prescriberifgits that apply when implementing EU law; which fall
under the following chapters in the Charter RA Iy AdGés FTNBSR2Yasz SljdzrtAdGe
and justice. The common thread to aif them is that in the EU &umancentric approachis upheld,

whereby the human being enjoys a unique status of primacy in the civil, political, economic and social fields

The field of ethics is alsimed at protecting individuaights and freedoms, wite maximizingvellbeing and

the common good. Ethical insights help us in understanding how technolowigsgive rise to different
fundamental rights considerations in the development and application ofaélwell as finer grained
guidance on what wshoulddo with technology for the common good rather than what we (currernthn

do with technology. A commitment to fundamental rights in the context of Al therefore requires an account
of the ethical principles to be protected. In that vein, ethicshis toundation for, as well as a complement
to, fundamental rights endorsed by humans.

The Al HLEG codstis that a rightdased approach to Al ethics brings the additional benefit of limiting
regulatory uncertainty. Building on the basis of decades oBensual application of fundamental rights in
the EU provides clarity, readability and prospectivity for users, investors and innovators.

2. FromFundamentalrights to Principles and Values

To give an example of the relationship between fundamental righisciples, and values let us consider the
fundamentalright 02 Yy OSLJidzl f AaSR a4 WNBaLISOG F2NJ KdzYly RA3Y
inherent value of humans (i.e. a human being does not need to look a certain way, have a certain job, or live
in a certain country to be valuable, we are all valuable by virtue of being human). This leads to the ethical
principle of autonomy which prescribes that individuals are free to make choices about their own lives, be it
about their physical, emotional or emtal wellbeing (i.e. since humans are valuable, they should be free to
make choices about their own lives). In turn, informed consent v&lae needed tooperationali® the
principle of autonomy in practice. Informed consent requires that individualg&aen enough information

to make an educated decision as to whether or not they will develop, use, or invest in an Al system at
experimental or commercial stages (i.e. by ensuring that people are given the opportunity to consent to
products or serviceshey can make choices about their lives and thus their value as humans is protected).

1 These rights are for instance reflected in Articles 2 and 3 of the Treaty on European Union, and in the Charter of Fundamenta
Rights of the EU.



While this relationship appears to be linear, in reality values may often prefcedimmentalrights and/or
principles?

In short,fundamental rights provide the bedrockor the formulation of ethical principles Those principles

are abstract higHevel norms that developers, deployers, users and regulators should follow in order to
uphold the purpose of humanentric and Trustworthy AValues, in turn, provide more comete guidance

on how to uphold ethical principles, while also underpinning fundamental rightéie relationship between

all three is illustrated in the following diagram (see Fig®)re

Ethical
Purpose

J

Figure2: Relationship between Rights, Principles and Vajuespect for which constitue
Ethical Purpose

The Al HLEG is not the first to use fundamental rights to derive ethical principles and values. In 1997, the
YSYOSNE 2F (GKS /2dzyOAft 27T 9 dzZNRQaifentiomRBrlLilie Prtectioff of A y & G 1
HumanRights and Dignity of the Human Being with regard to the Application of Biology and Médiciaei K S
Gh@iaSR2 /| 2ThE@Qvigdp xahwerstiondnadeunambiguously cleathat fundamental rights aréhe

ollaA0 F2dzyRIFiAz2y (2 SyyadaNSA yiFKES AdyLINR YO 200 SEI (2KFS  (KSIDXF
Respect fofundamentalrights, principlesand values; and ensuringthat Al systems comply therewittyis
coinedherel & Sy ®timdlpyigbséd> ' yR O2yaidAiddziSa | {S& StSYSyid

Additionally, values can be things we find good in themselves (i.e. intrinsic values) or good as aatégvifgaanother value

(i.e. instrumental values). Our the use of values here (following the principles) is a specification of how these vahges can
impacted by Al rather than implying that these values are the result of, or derived from, the principles.

3 This can be found ahttps://rm.coe.int/168007cf98


https://rm.coe.int/168007cf98

3. FundamentalRights of Human Beings

Amongst the comprehensive set of indivisible rights set out in international human rights law, the EU
Treaties and the Charter, the following familiegights are particularly apt to cover the Al field:

3.1 Respect for human dignitluman dignityencompasses the idea that every human being possesses an
GAYUNRYAAO 62NIKeéZ GgKAOK OFy yYSOSNI 0ScioAbgmgM 4 KSR>
technologies like Al systemfidn the context of Al, respect for human dignity entails that all people are
treated with respect due to them as individuals, rather than merely as data subjects. To specify the
development or application of Al in line with iman dignity, one can further articulate that Al systems are
RSOSt2LISR Ay I YIYYySNI gKAOK aSNWSa FyR LINRGSOGaA
cultural sense of identity as well as the satisfaction of their essential needs.

3.2 Freedom othe individual This right refers to the idea that human beings should remain free to make life
decisions for themselves. It does not only entail freedom from sovereign intrusion, but also requires
intervention from government and negovernmental organizans to ensure that individuals or minorities
benefit from equal opportunities. In an Al context, freedom of the individual requires protection from direct

or indirect coercion, surveillance, deception or manipulation. In fact, freedom of the individeahsna
commitment to enable individuals to wield even higher control over their lives, including by protecting the
freedom to conduct a businesthe freedom of the arts and science, and the freedom of assembly and
association

3.3 Respect for democracystice and the rule of lawlhis entails thapolitical power is human centric and
bounded. Al systems must not interfere with democratic processes or undermine the plurality of values and
life choices central to a democratic society. Al systems must exfsioed a commitment to abide by
mandatory laws and regulation, and provide for due process by design, meaning a right to ademtrén
appeal, review and/or scrutiny of decisions made by Al systems.

3.4 Equality, nortdiscriminationand solidarity includig the rights of persons belonging to minorities.
Equality means equal treatment of all human beings, regardless of whether they are in a similar situation.
Equality of human beings goes beyond sscrimination, which tolerates the drawing of distinctfon
between dissimilar situations based on objective justifications. In an Al context, equality entails that the
same rules should apply for everyone to access to information, data, knowledge, marketa fair
distribution of the value added being generdtby technologiesEquality also requires adequate respect of
inclusion of minorities, traditionally excluded, especially workers and consumers.

3.5. Citizens rightsin their interaction with the public sector, citizens benefit from a wide array of rights
including the right to a good administration, access to public documents, and the right to petition the
administration. Al systems hold potential to improve the scale and efficiency of government in the provision

of public goods and services to sociefjt the same time, citizens should enjoy a right to be informed of any
automated treatment of their data by government bodies, and systematically be offered to express opt out.
Citizens should never be subject to systematic scoring by government. Calrauig enjoy a right to vote

FyR G2 0S StSOGSR Ay RSY2ONI GAO laaSyotAasSa FyR Ay
take every possible measure to ensure full security of democratic processes.

4 C. McCrudden, Human Dignity and Judicial Interpretation of Human Righitpean Journal of International Lalg(4), 2008.






